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Speech Title: Catastrophic forgetting problem for continuous learning in the open world 

 

Speech Abstract: Catastrophic forgetting is a common problem in neural networks, where information from old 

tasks is lost after training a new task. This report illustrates some of the efforts our team has done to mitigate 

catastrophic forgetting of the open-domain vision model. When the open-domain vision model learns a new task, the 

model does not know what the important features are. To enable the neural network to gradually acquire new 

knowledge, we propose a parameter update method based on the Bayesian criterion and introduce the diagonal Fisher 

information matrix to significantly reduce the amount of calculations. , improve parameter update efficiency. 

Secondly, the importance of calculating parameters for the sensitivity of the model prediction function is proposed. 

In view of the inability of open-domain vision models to extract reliable and stable knowledge from old models, we 

propose a new mean distillation target detection method based on multi-network models. This method explores the 

performance of multi-network structure two-stage target detectors in different network structures. 
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